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Highlights

What are the main findings?

e  The lower temperature sensitivity of the 1.5 pum band makes it suitable for H,'°O
detection, minimizing measurement errors.

e  Differential absorption lidar has been proven to be capable of simultaneous remote
sensing of H,!°0, HD'O, and obtaining vertical profiles of the isotope ratio 6D.

What is the implication of the main finding?

e The study contributes to improved temporal and spatial resolution in HD'*O/H,'O
remote sensing, aiding in better observations of the lower troposphere.

e  The realization of this research plays a key role in improving our understanding of the
global water cycle.

Abstract

A novel multi-wavelength differential absorption lidar operating at 1.5 um band is pro-
posed and theoretically analyzed for simultaneous remote sensing of vertical profiles of
H,'°0, HD'®O, and the isotopic ratio D. The spectral band is compatible with mature,
commercially available fiber-optic components, ensuring practical implementability. By em-
ploying the 1976 U.S. Standard atmosphere and considering the temperature dependence
of H,'0O, the systematic error induced by a +1 K temperature uncertainty within the 2 km
altitude is limited to 0.81% through appropriate absorption line selection. Simulations of
atmospheric backscattered signals with a time resolution of 30 min and a range resolution
of 120 m show that random error remains below 0.16% up to 2 km. The simultaneous
retrieval errors of Hy 'O and HD'®O mixing ratio profiles at 2 km are 0.13 g/kg (3.19%) and
1.69 x 10~ g/kg (18.02%), respectively, from which the 8D is successfully and reliably re-
trieved. The results provide essential technical guidance for implementing high-resolution,
isotopologue-resolved lidar observations in atmospheric science.

Keywords: water vapor isotopologues; mixing ratio; 8D profile; atmospheric remote
sensing; differential absorption lidar

1. Introduction

Atmospheric water vapor, the most abundant greenhouse gas, is crucial to Earth’s
energy balance and hydrological cycle through latent heat transport, cloud formation,
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convection, and large-scale circulation [1,2]. Accurate vertical profiling of water vapor is
essential for improving our understanding of key atmospheric processes such as cloud
microphysics and turbulent mixing, and for reducing uncertainties in weather forecasting
isotopic ratio and climate models [3,4]. Moreover, the isotopic composition of atmospheric
moisture provides valuable insights into the history and origin of water in the atmosphere.
Stable water isotopes, such as HD'®O and H,'80, undergo fractionation during phase
changes, allowing them to serve as natural tracers for investigating evaporation, condensa-
tion, transport, and mixing processes [5]. The isotopic ratio of HD'®O to H,'°0O, typically
expressed in 8D notation relative to the Vienna Standard Mean Ocean Water (VSMOW) [6].
Precise 6D measurements can offer independent constraints on numerical models and
improve the representation of water cycling. To fully exploit this potential, high spatiotem-
poral resolution observational data of water vapor and its isotopologues are essential. On
the one hand, high temporal resolution allows the tracking of rapid changes, which is
crucial for understanding short-term processes such as evaporation, condensation, and air
mass mixing. On the other hand, high vertical resolution is needed to resolve fine-scale
structures and thus facilitates the study of local and regional dynamics.

Traditionally, in situ instruments provide high-precision measurements of atmo-
spheric water vapor isotopologues, capturing high-frequency temporal variability [7].
The HD'®O/H, !0 ratio is routinely monitored through in situ measurements from ground
stations and aircraft sampling [8,9]. Meanwhile, passive remote sensing techniques, such
as satellite-based Fourier Transform Infrared spectrometers, are deployed on satellite plat-
forms to achieve global HD'®O and H,'°O retrievals with broad spatial coverage [10], or
on ground-based platforms to provide column-averaged measurements at specific loca-
tions [11-13]. However, these approaches are constrained by coarse vertical resolution and
reduced sensitivity in the lower troposphere. Consequently, a significant gap remains in
the capability to achieve continuous, high-resolution, range-resolved retrievals of vertical
profiles for both water vapor and its isotopologues.

Compared to in situ and passive remote sensing techniques, lidar provides a promising
approach for range-resolved measurements with high spatiotemporal resolution [14-18].
While Raman lidar has proven effective for estimating atmospheric HD'®O/H, 'O pro-
files [19], the application remains constrained by the inherently low Raman cross-sections.
Differential absorption lidar (DIAL) is a powerful tool for gas remote sensing. However,
traditional dual-wavelength systems are fundamentally capable of measuring only a single
gas, such as either HD'®O or H,'®O. Recent research has employed wavelength-tuned
DIAL to separately measure vertical profiles of HD'®O and H,'°O [20]. Nevertheless,
the measurements are typically performed sequentially, limiting the ability to capture
simultaneous isotopic variations. Advances in multi-wavelength DIAL have enabled the
simultaneous profiling of multiple gases. This capability has been successfully proved to
measure gas pairs such as CO, and H,'°0, CH4 and H,'°0, and CO, and HD'®O [21-24].
Despite these developments, a lidar system capable of simultaneously detecting both
H,'°0 and HD'®O profiles with sufficient sensitivity and vertical resolution for accurate
dD estimation remains scarcely reported in existing studies. This limits the capacity to
observe key processes such as isotope fractionation during boundary layer convection at
appropriate spatial and temporal scales.

In this study, we propose a novel multi-wavelength DIAL system near 1.5 um. The-
oretical analysis demonstrates that the system is capable of simultaneously measuring
the vertical profiles of Hy'O, HD'O, and 8D with high spatial resolution. The current
analysis relies on the lidar retrieval method, without the incorporation of experimental
data. Therefore, future research will require additional experimental observations to further
validate these results and expand the potential applications in atmospheric sciences. By
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complementing sparse observation networks and overcoming the limitations of insufficient
spatial resolution and the difficulty of simultaneous measurements of water vapor and its
isotopologues, this method may contribute to ongoing efforts to enhance our understanding
of the water cycle and improve climate prediction capabilities.

2. Methodology
2.1. System Description

The proposed system extends the concept of the previously developed multi-
wavelength DIAL for CO, and HD'®O measurement [25], incorporating optimizations
that enable the simultaneous retrieval of H'0 and HD'®O vertical profiles. As shown
in Figure 1, the system employs a broadband tunable laser as the probe source and a
single-frequency, narrow-linewidth laser as the reference source. The probe laser is tuned
to a wavelength range that covers the absorption features of both H,'°O and HD'O for
multi-wavelength scanning. The reference wavelength operates at a fixed wavelength
where absorptions by other atmospheric interference gases are negligible. To ensure fre-
quency stability during the scanning process, the wavelength of the probe laser needs
to be locked. Previous studies have shown that a tunable laser can be stabilized to an
optical frequency comb with an absolute frequency reference through phase-locking or
injection-locking techniques [26,27]. In this study, the probe laser was heterodyned with an
optical frequency comb via a beam splitter (BS), and the resulting beat signal is monitored
by a balanced detector (BD) for frequency locking. Although such frequency-comb-based
locking methods are rarely applied in lidar systems, in our previous work we successfully
achieved a frequency stability better than 0.5 MHz using this technique, which satisfies the
accuracy requirements for gas absorption measurements [25].

Optical fiber —
Multimode fiber i

MCS Filter Electrical wire ~——
Computer o Mt e /

Figure 1. Optical layout of the DIAL system. BS: beam splitter; BD: balanced detector; OS, optical

switch; AOM: acousto-optic modulator; EDFA: erbium-doped fiber amplifier; SNSPD: superconduct-
ing single-photon detector; MCS: multi-channel scaler.

Meanwhile, the probe laser is sequentially scanned across discrete wavelengths, with
each wavelength time-division multiplexed with the reference beam through an optical
switch (OS). These alternating emissions of probe and reference beams enable real-time
correction for atmospheric fluctuations and system instability. Both beams are modu-
lated into pulses by an acousto-optic modulator (AOM, Smart Science & Technology,
Chonggqing, China) and subsequently amplified using an erbium-doped fiber amplifier
(EDFA, GuangZai, Hangzhou, China) within the operating wavelength range. Then, the
pulsed beams are vertically transmitted into the atmosphere through a telescope. Since
the probe wavelengths cover the absorption lines of H,'O and HD'®O, the corresponding
backscattered signals experience varying degrees of attenuation. In contrast, the reference
beam located in a non-absorbing spectral region remains largely unaffected. The backscat-
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tered signals from both beams are collected by the receiving telescope and combined using
wavelength-division multiplexing into a multimode fiber. A superconducting single-photon
detector (SNSPD, Photon Technology, Jiaxing, China) is used for high-sensitivity detec-
tion, with signals recorded by a multi-channel scaler (MCS, GuangZai, Hangzhou, China)
and analyzed to retrieve H,'°O and HD'®O concentrations from the spectral differences
between the probe and reference signals.

2.2. Spectral Selection

It is essential to carefully select the scanning wavelength range of the probe laser to
avoid overlapping with absorption lines of other atmospheric gases, reduce sensitivity to
temperature sensitivity, and ensure optimal optical depth. Figure 2a shows the absorption
spectra of H,'°O, HD'®O, and other greenhouse gases with strong infrared absorption
within the wavelength range of 1550 to 3000 nm. The assumed gas mixing ratios are
7.75 g/kg for Hp'0O, 2.11 x 1073 g/kg for HD'®O, 0.42 g/kg for COy, 2.00 x 102 g/kg
for CHy, 0.33 x 1073 g/kg for N,O, respectively. Notably, within the two shaded regions
marked as Option 1 and Option 2, both H,'°O and HD'¢O exhibit prominent and closely
absorption features, while interference from other gases remains relatively minimal in these
spectral ranges.
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Figure 2. (a) Unit optical depth of main greenhouse gases within the wavelength range of 1550-3000 nm.
Unit optical depth of H,'°O and HD'®O from (b) 1550~1565 nm, (c) 19801995 nm, (d) 1554.48-1554.00 nm
(6433-6435 cm™1).

To facilitate a more detailed analysis of these two regions, Figure 2b,c present magni-
fied views. In Option 2 (Figure 2c), H,'%0 exhibits a pronounced absorption near 1.9 pm,
whereas the substantially weaker absorption of HD'®O limits the feasibility of simultane-
ous isotopologue detection. In contrast, in Option 1 (Figure 2b) centered around 1.5 pm,
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both gases display weaker but comparable absorption strengths, which indicates a greater
potential for simultaneous detection. In addition, this region further benefits from mature
fiber-optic technology, ensuring the ready availability of optical components and seamless
system integration.

Figure 2d illustrates a representative spectral window centered at 1.5 um band (6433-
6435 cm™1), containing a strong peak of H,'°0 (1), a weaker secondary peak of H,!°0
(2), and a distinct peak of HD'O (1). These features form a composite absorption pattern
with the potential to simultaneously retrieve two species and their isotopic ratios. In this
study, 30 non-uniformly spaced sampling wavelengths are selected to balance detection
efficiency with spectral information retention. The corresponding system parameters are
summarized in Table 1, with detailed explanations of the parameter selection provided in
the Supplementary Materials.

Table 1. System parameters.

Parameters
probe wavelength range 1554.0-1554.5 nm
Reference wavelength 1554.5 nm
Pulse energy 300 pJ
Pulse repetition frequency 10 kHz
Pulse width 800 ns
Receiver diameter 256 mm
Field of view 90 prad
Transmitter transmittance 79.5%
Receiver transmittance 57.4%
Quantum efficiency 51%
Dark counts 100 counts per second
Noise equivalent power 5.7 x 10718 W/Hz!/2
Sampling rate of the multi-channel scaler 2 x 10% samples per second

2.3. Algorithms

The backscattered signals corresponding to 30 pairs probe and reference wavelengths
are simulated and expressed using the lidar equation as

E Ay cT
N(v,Z) = hj’?OWq?O(D?,B(V/ Z)Tim (v, 2), )

where E is the pulse energy, 1, is the total optical transmittance given by the product of the
transmitter and receiver transmittances, with the receiver transmittance including a 75%
telescope-to-fiber coupling efficiency, a 0.7 dB filter insertion loss and 90% transmission of
other fiber components and connectors used in the simulation. 74 is the quantum efficiency,
A; is the area of the telescope, Z is the height, O is the geometrical overlap factor, T is
the pulse width, f is the volume backscattered coefficient including atmospheric aerosol
particles (B,) and molecules (Bm), Tatm is the transmission, which is given by

z
Tatm = eXp{—/O [wa(v,z) +am(v,z) + tx(v,z)]dz}, (2)

with a, and an, representing the extinction coefficient of aerosol and the extinction coef-
ficient of molecules except H,1°0 and HD®O. Ba, Bm, #a and ap, are simulated based on
Equations (51)—(S6) in the Supplementary Materials. The absorption coefficient a of H'¢O
and HD'OQ is calculated based on the spectral parameters using the Voigt line shape g(v)
as [23]

a(v) =Ny-S-g(v—1yp), 3)

https:/ /doi.org/10.3390/rs18020212


https://doi.org/10.3390/rs18020212

Remote Sens. 2026, 18,212

60f14

where Nj is the number density, vy represents the wavenumber at the center of the line,
g(v) is the convolution of a Lorentzian and a Gaussian line shape, which depends on
both atmospheric temperature and pressure. S is the spectral line intensity which can be

3
B To\2[1—exp(hcvy/kT) E'he (1 1
S_SO(T) [kexp(hcm/k%)]e"p{ k (To T)] @

where Sy is the line strength at Py = 1 atm and Ty = 273 K, h is the Planck constant, c

written as

is the speed of light, k is the Boltzmann constant, E” is the lower-state energy related
to temperature sensitivity. Accordingly, the absorption coefficient spectra are calculated
using Equations (2)—(4) and then substituted into Equation (1) for the simulation of lidar
backscattered signals. The key system and spectral parameters used are summarized in
Tables 1 and 2, respectively. The temperature, pressure, and vertical H,'°O mixing ratio
profiles are obtained from the 1976 U.S. Standard atmosphere model, as depicted in Figure
S1 in the Supplementary Materials. This atmosphere model is particularly suitable for
mid-latitude regions, as it represents an intermediate state between winter and summer
conditions. The corresponding HD'®O mixing ratio profile is derived based on a specified
isotopic ratio 6D reported [11], with 6D expressed as [20]

(5)

16 16
5D = 1000 - <HDO/HzO _ 1)

Rsmow

where Rgyow is defined as 3.1152 x 10~# according to Standard Mean Ocean Water.

To better reflect real measurement conditions, Poisson noise is added to the simulated
signals in Equation (1). The signals corresponding to each wavelength are accumulated
at intervals of 30 s to improve the signal-to-noise ratio (SNR) given by SNR = (N) /(AN),
with (N) and (AN) representing the mean signal and mean noise in a range gate after
shots averaging. The retrieved relative systematic error of the absorption coefficient by
introducing the uncertainties of systematic error sources and the random error are given by
Equations (6) and (7), respectively [28]:

6(a)/a=1/a- (0 -6x)/0x, (6)

Nl—=

s 1 [ 1 1 11
- —20(Non, N
« 287 |sNRE, T oNRz, PN Mo g\ aNR

)

where dx is the assumed uncertainty of the specific input systematic error sources, AZ =7, — 7
is the range resolution. p(Non, Noff) is the cross-correlation between N and Ng.

Table 2. Spectral parameters [29]. 7,iy and ygeps: Air-broadened and self-broadened Lorentzian
half-width at half-maximum Py = latm and Ty = 296 K.

1 Yair Vself So 1 (o1
Formula vo (em™) Ao (nm) (eml.atm=1) (cm1l-atm~1) (cm1/(molec-cm—2)) E" (em™)
H,'°0 (1) 6433.8877 1554.270 0.0950 0.352 3.00 x 1072 782.41
H,10 (2) 6434.1873 1554.198 0.0607 0.315 4.89 x 1072 1631.25
HD'0 (1) 6434.3160 1554.167 0.1002 0.469 1.05 x 10~ 46.17

During the retrieval process, the absorption coefficient spectra of H,'°O and HD'®Q,
derived from 30 simulated backscattered signals, are multiplied by the range resolution AZ
to obtain the optical depth, which is then fitted using the least-squares method. A three-
peak fitting method is applied to decompose the mixed absorption optical depth spectra,
separating the spectral features of H,'°O (1), H»'°O (2) and HD'O (1), and obtaining the
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integrated areas, respectively. The integrated area of each fitted gas absorption spectrum is
determined as

A =AZ a;(v)dv (8)

line

where the subscript i denotes the three absorption lines, namely H, 'O (1), H,'%0 (2) and
HD'O (1). Then, the corresponding gas mixing ratios of H,'°O and HD'®O are determined
from the fitted areas of the main absorption lines H'°O (1) and HD'®O (1) by combining
Equations (3) and (8).

3. Results

The retrieval systematic errors of gas mixing ratio profiles are influenced by uncer-
tainties in atmospheric conditions and the DIAL system. Critical system uncertainties
primarily arise from calibration errors associated with the relative laser pulse energy ey, off
at different wavelengths and the relative sensitivity d,, o¢ of the receiver channels. These
errors propagate linearly into the retrieved gas absorption coefficient, with the relationship
given by 20a/a = de/e = 6d/d, where de and &d represent the pulse energy difference and
the receiver sensitivity difference between probe and reference wavelengths, respectively.
To maintain a low overall error budget, it is preferable for the relative accuracy of each
parameter to be better than 0.02%, as suggested in [30]. Although achieving this value
is currently challenging, it is essential during the experimental process to monitor the
transmitted energy per pulse and the receiver optical efficiency as accurately as possible.
In this study, the theoretical simulation primarily focuses on the uncertainties that are
difficult to calibrate in experiments, specifically the effects of temperature, pressure, and
laser frequency uncertainties. The absorption coefficient spectra are first calculated for each
range bin using the 1976 U.S. Standard atmosphere and spectral parameters from HITRAN,
and assuming uncertainties of +1 K in temperature, +1 hPa in pressure, and +0.5 MHz in
frequency at each altitude. The resulting absorption coefficient spectra are then substituted
into Equation (6) to evaluate the corresponding systematic errors.

In general, the absorption cross-section of H,O exhibits a strong temperature de-
pendence, as reflected by a high E” value. The absorption lines selected here feature E”
values of 782.41 cm~ for H,'®O and 46.17 cm~! for HD'®O, respectively, exhibiting lower
temperature sensitivity compared with those used in current studies. Figure 3a shows the
calculated relative systematic errors with an input temperature uncertainty of +1 K within
2 km altitude. The result indicates that the main H,'®O peak reaches a maximum tempera-
ture error of 0.81% and maintains larger errors than HD'®O, which is consistent with the
respective E” values. Systematic error associated with a pressure uncertainty of +1 hPa with
2 km altitude is illustrated in Figure 3b, with all error values being positive. The reference
wavelength exhibits a relatively large error of 0.25% and the H,'0 and HD'O peaks show
minimal errors, highlighting the greater sensitivity of the HD'O to pressure variations in the
lower atmosphere. In the frequency sensitivity analysis shown in Figure 3c, retrieval errors
at the centers of both absorption peaks are close to zero and exhibit symmetric positive
and negative distributions around each peak. As altitude increases, the errors at the peak
centers and off-wavelength remain relatively stable, whereas more pronounced variations
occur at the wings of the absorption lines, with the maximum error reaching 0.02%. Overall,
the analyses of systematic errors demonstrate that temperature uncertainties exert the most
significant influence on retrieval accuracy, whereas pressure and frequency uncertainties
introduce comparatively smaller errors. The choice of absorption lines with relatively low
E values effectively mitigates temperature sensitivity, ensuring that systematic errors
remain within acceptable limits within 2 km height.
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Figure 3. The relative systematic errors for gas mixing ratio profiles retrieval with (a) temperature
uncertainty of +1 K, (b) pressure uncertainty of +1 hPa, (c) frequency uncertainty of +0.5 MHz. The
gray, green, and blue dashed lines mark the positions of the reference wavenumber, the central
wavenumber of main H2160, and the central wavenumber of HD1€QO, respectively.

In addition, commonly used atmospheric models for mid-latitude regions also include
the Mid-Latitude Summer (MLS) and Mid-Latitude Winter (MLW) models. Although
different atmospheric models exhibit distinct temperature, pressure, and H,'°O profiles
(Figure S1), Figure 4 illustrates that the errors arising from temperature and frequency
uncertainties vary slightly across the models but remain generally consistent. And the
errors resulting from pressure uncertainty exhibit even smaller variations. Moreover, for
different atmospheric models, the MLW characterized by lower temperature and H,'°O
content, exhibits a slightly larger error response to temperature uncertainties compared
with the other two models. Additionally, negative uncertainties produce systematic errors
equal in magnitude but opposite in sign (Figure S2).

To evaluate the performance of the selected absorption lines for H,'°O and HD'®O
measurements in DIAL applications, atmospheric backscattered signals are simulated at
the chosen sampling wavelengths, and the corresponding SNR and random errors are
analyzed using the 1976 U.S. Standard atmosphere. The temporal resolution of each scan is
30 min, achieved through an alternating accumulation of 30 s for each on-line and off-line
wavelength pair. With a pulse width 7 of 800 ns, the range resolution AR = ¢7/2is 120 m,
where c is the speed of light. Using a longer pulse width increases the number of photons
received per pulse, which helps to improve the SNR.

The result in Figure 5a shows that the SNR decreases with altitude, with more pro-
nounced attenuation at the absorption peaks of H;'°0O and HD'®O compared to other
wavelengths. Consequently, Figure 5b shows that the relative random error increases with
height, reaching a maximum of about 0.16% at the off-line wavelength near 2 km, while the
minimum error occurs at the line center.
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Figure 4. The relative systematic errors caused by temperature uncertainties of +1 K (a—c), pressure
uncertainties of +1 hPa (d—f), and frequency uncertainties of +0.5 MHz (g—i) at altitudes of 60 m,
1020 m, and 2100 m under different atmospheric models. The gray, green, and blue dashed lines mark
the positions of the reference wavenumber, the central wavenumber of main H,!0, and the central
wavenumber of HD'®O, respectively.
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Figure 5. (a) SNR and (b) relative random error of the simulated DIAL backscattered signals.
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It is worth noting that under polluted conditions, the high aerosol concentration near
the surface enhances backscattering while also introducing stronger extinction. The results
show that, at a detection height of 2 km, the enhanced signal is sufficient to compensate for
the attenuation, allowing high-quality signal acquisition within the target observation range.
As a result, the corresponding random error is smaller than that under clean atmospheric
conditions (Figure S3). However, in extreme cases of severe pollution, the random error
rapidly increases with altitude, and the lidar detection range becomes limited (Figure 54).
Therefore, future experimental studies under various atmospheric conditions are crucial.

In addition, the H,1°O profile is a key factor influencing random errors, primarily
by affecting the absorbed optical depth. Under the simulation conditions defined by the
parameters listed in Tables 1 and 2, higher H,'°O concentrations correspond to smaller
random errors (Figure S5). In order to more intuitively compare the influence of H,'°O
content on the inversion process, Figure 6 shows the mixed absorption optical depth
spectra of Hy'°0 and HD'6O at different height of 60 m, 1020 m and 2100 m under different
atmospheric models including MLW, 1976 U.S. Standard, and MLS, retrieved from the
simulated DIAL backscattered signals.
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Figure 6. Optical depths and fitting residuals of H,'®0 and HD'O at different heights of H = 60 m,
1020 m and 2100 m with a range resolution of 120 m under the Mid-latitude Winter (MLW) model
(al-c1,a2—c2); the 1976 U.S. Standard model (d1-f1,d2—£2); and the Mid-latitude Winter (MLW) model
(g1-i1,g2-i2). The green, blue, and purple shaded areas represent H,0 (1), H,10 (2), and HD¢O,
respectively. The residual coordinates are adjusted for H,'°O content for easier comparison.
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The spectra are decomposed using a three-peak Voigt fitting function. The fitting
residual is defined as the difference between the derived and the Voigt-fitted spectra at each
sampling wavelength, which serves as an indicator of the fitting performance. As height
increases, both contents of H,'°0 and HD'®O gradually decrease, and the corresponding
fitted areas also exhibit a declining trend. The fitting residuals increase with height, and
the residuals at the absorption line center are significantly larger than those in the wings.
At the same altitude, smaller Voigt fitting residuals are obtained for the MLS due to the
higher H,'°0 content, whereas larger residuals are obtained for the MLW due to the lower
H,'°0 levels. Additionally, the fitting residuals for the MLW increase significantly at 2 km.

Then, the fitted integrated areas of the separated spectral lines, obtained under the
1976 U.S. Standard atmosphere representing an intermediate state between MLW and MLS,
are used to derive the vertical profiles of H,°0 and HD'°O mixing ratios, as well as the
dD profile. The standard deviations of the retrieved mixing ratios are determined by the
fitting error of the integrated absorption area, which inherently incorporates the effects of
both systematic and random errors at all sampling wavelengths through the spectral fitting
process. In general, larger fitting residuals result in greater errors in the fitted areas, leading
to increased standard deviation in the retrieved mixing ratios. The standard deviation of 6D
is then determined based on Equation (S7) in the Supplementary Materials, which accounts
for the uncertainties in both H,'O and HD'®O. The results shown in Figure 7 indicate
that the retrieved values generally follow the expected profile defined by the input a priori
values, with deviations increasing with altitude. Owing to a stronger absorption of H,'°0O,
the standard deviation in mixing ratio is smaller than that of HD'6O, yielding errors at 2
km of about 0.13 g/kg (3.19%) and 1.69 x 10~* g/kg (18.02%), respectively. Furthermore,
the retrieved mixing ratio profiles of H,'®O and HD'O enable a reliable derivation of 6D,
particularly evident at an altitude of 2 km.
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Figure 7. (a) Retrieved mixing ratio of H, 0. (b) Retrieved mixing ratio of HD'O. (c) Retrieved §D.
The error bars are +1 standard deviation.

4. Conclusions

In this study, a multi-wavelength DIAL system operating at 1.5 um is proposed, and
its feasibility for simultaneous range-resolved profiling of water vapor isotopologue is
analyzed theoretically. The proposed system employs a broadband tunable laser to scan
absorption lines of H,'0 and HD'O, with frequency stabilization ensured by heterodyn-
ing with an optical frequency comb and real-time correction using a reference laser. The
selected spectral lines effectively minimize interference from other atmospheric species,
thereby ensuring reliable retrievals. Systematic error analysis shows that uncertainties in
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temperature and pressure dependent absorption cross-sections, together with laser fre-
quency instabilities, introduce acceptable biases. Simulations of DIAL backscattered signals
under the given system parameters further reveal that random errors are dominated by
SNR limitations. The retrieved profiles of H'®O and HD'®O generally show good agree-
ment with the input a priori distributions. Importantly, the retrieved number densities
of H,'°0 and HD'®O enable the effective derivation of 5D within 2 km altitude, demon-
strating the capability of DIAL for isotopic composition measurements. It is worth noting
that, in addition to the errors from the theoretical simulations, calibration errors during
the experimental process further affect the inversion results, particularly the pulse energy
and the optical efficiency, both of which contribute linearly to the overall error budget.
To minimize calibration errors, refining monitoring techniques and implementing precise
calibration methods in future experiments is crucial for improving accuracy in subsequent
studies. While the theoretical results presented in this study require further validation
through future experiments, the proposed system opens new opportunities for applications
in atmospheric dynamics, hydrological cycle investigations, and climate research.

Supplementary Materials: The following supporting information can be downloaded at https:
/ /www.mdpi.com/article/10.3390/rs18020212 /s1: Figure S1: Atmospheric temperature, pressure,
and H,'°0 profiles of different atmospheric models within 2 km altitude; Figure S2: The relative
systematic errors for gas mixing ratio profiles retrieval with temperature uncertainty of —1 K, pressure
uncertainty of —1 hPa, frequency uncertainty of —0.5 MHz; Figure S3: Relative random errors
of H,'°0 and HD'®O in clean and polluted atmospheres. Figure S4: Relative random errors of
H,'°0 and HD'O corresponding to the 1976 U.S. Standard atmosphere under severe pollution;
Figure S5: SNR and random error of the simulated DIAL backscattered signals under the MLW model,
the 1976 U.S. Standard atmosphere and the MLS model.
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